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Tl.i s per proposes a simplified "doubl.e-pricing" method for solvi g 

-he capacita ed rar;spcr at."ioo pro l em by Lemke's dual &.lgorithm [2 ) a.nd 

sl: s bow o s re8QJ.i .e t h· s algorithm for cauputer implementation. We 

also prov i de &n e icie method for ob aining a. dual feas ible starting 

ba '" · s ha exhibits certain adva t ages over counterpart methods that 1 ave 

r. p roposed f or o a · ing a primal f easible basis. These methods can 

appli ed to ne~ork models by sing he technique i Wagner [351 page 1731 
o ra sform tbe etwork in o a distri · o probl.em. In addition, · he 

result s of computa ion.al cocyari so of a code based o these deve1opmen s 

w sed ou -of -ki lter prod c i o codes ·s provided. These 

code s are also compared against a stat e .of he art LP code, OPHELIE/LP. 

Spec · ali zed :netl::ods for solving he t ra sporta.ti o problem with the 

primal si!!lpl ex al.gori bm and vi t . rela.ted "d &1" or '1>rimal.-dual." network 

a orit'b.ms have bee t he focua of a grea. deal of ingenuity and effort 

{See, e.g. 2, 3, , , 9 ,11,13,1 ]) . A method for exploi ting the topologi cal 

s r c u.re of he ransporta ion problem in a dual context vas first proposed 

b ·· as and Ivaner>c 2, 31, and 1ater aimp1ified and ab011111 to con at· tute 

a spec· aliz.a i o of be dual method b Cbarnes and Kir y { ] • Tbe ke 

o e ffec t ing tbe simplifications of Ch&rnea and Kirby lay 1 the use of 

tt.e Charces and Cooper ttpol -s" procedure [ ) for linear pro rammi g . 

"'he motiva.t· on c · ted for he dual methods of [2, 3, 7 ] was the s ppo"'iti o 

a t he pro lem' s usupplles ' a.M "dema~" may ot e permane. l y ~· xed 

u s b~ ec to change. In such a aituatio , it i l': u sei"u1 o have he 

ab ·u y o begin from an opt i.m&l ba.ais to a gh e pro· lem and proceed via 

he d' al method to an opti.m&l soluti on for a. t-roblem ·.rith altered shipment 

r e qu ·rements. 

However, to our· knowle e, no ef icient procedure bas appeared i . e 

1 · era e for o ta.ining ani itia.l dual fea.si le bas·s for a problem hat 

l&S 10 previouSly been solved under a s a.ted se of shipment requirements. 

I'oreover, the dual methods of ( 2, 3, ) .-lee no provisi~ for accomodating 

i.e capacitated transportation pro lem, which t he vari a les are cons rained 

o e vi thin s ·a ted to da. To handle t hese more e nera.l cons i e1·:1 io s, 

the standard procedure tas been. to .resort t o t .r.e "out- o -k · er" r.le t hods 

I 



_or e~eral net ·or ks, vere ,o or g n­

opol.og ·cal properties of be rans-all.· des· g-e o exp o tbe special 

por a io ~.e work. . e en~ly however ra es ar.d Thrall · 32, p. 272} have 

spec· al · zed be -of - ·~ter al.gori hm cror the special properties of t ra s-

porta · o ne works. 

n thi.a paper we pr~se a dual me hod a.sed on hose of [2, 3, 7] ba 

oper&tes direc 1 o he transportation e ork, and wb · ch acec.noda es be 

full.y capacitated pro lem {Yith fi · e a.d/or i ini e per and l.cn.rer 

bo 1da) . Our approach iJtpliciUy reli es o the "p >lY-w ' procedure in a 

maru er a ._al.ogous to tha · ~dicated ~ .ar es and K:ir y for he uncapaci tated 

ue, but our develop:nen for the general eapacita ed pro· lem · s eomple ely 

s ra · gh forvard and requires r.o reference o "poly1 met .ods for · ts 

~ s : f" ca ion. By co 1pl.ing his special· zation of he "pol -w procedure 

w · h he predecessor and a.ugce ed pre cessor index me hods [ 1 , 19] for 

acce~era ... · J8 the detenni.na ion of basis rees and dual e al.uators a stream­

. ·ned comp er impl~enta · a i s acb·e~d . 

~e al,;o specify a method tha ·g·ves a dua1 feasible star ·ng asis. 

Our '' al. st&J. " me bod requires an amoun of computation scaevbere between that of 

tbe "northwes corner and ""A.~ • methods cOIIDOnly used to obtain primal 

f easible star s. An importan feature of our me hc.d, however, is its 

au oma ic avoi ance of a s arting basis con taining inadlnisaible" cells. 

As we show i Section ., , hE' " .. ortbvest. corner" a od 1
' .AM" procedures ma 

act;~·· a.el.ect such cells · o be i ! startiog ash. -Thus the basic sol -

i ons provi.ded ~.{ hese !t~thods may well be primal feasible" only · an 

an~ y i c · al sense. The ba sic soiutiou, provided y our method, however, are 

1 feasible v~ttout qual.ifica io • A dual feasible asis may legiti-

m& el· contain cells vhose varia les are constrained o zet-o , and hence 

: !&dl:rl.saible' cells, ut our me hod ef' ectively bypasses them.] Because 

large scale ra sport-a · o problema encountered io an indust rial setting 

a r e .orpieall.·· quite sparse ( i.e., CO!ltai n a large number of "nadmisaible 

e s ) , the com? ta~ional st d i Sec i o 6 examines the effect ot 

r o lem dens· y on sol.ution U:;e. {:>endty is equal to the nLOmber ot arcs 

·_e problem divided by the number ot total possible area.] 

2 



2 . 0 

'e wr · e .-.e capac· t ated t-ransportation pro lem in the form: 
, .. 

... 1 ze x 
00 

c .. ¥ .-1 :l;:: l. ., 
(1) 

e:. -

su . e ct ·o x . = a. 
~ ' = {1, 2, ••. ,m} ( 2 ) 

~ 

',.J X. = .:; bj , j€ .. = {1,21 ••• n) (3) 
i --.. ... 

ij ~X._, ~ U . . 1 i€ ~, . ( 

····~ere .. e coeff'e'ents a~ , ., !., .. are r · n· e "ntegers, an ., . are int--ers 
- .l.., ... 

~e · are fil"'ite v&l: e d) , an . .:.-; a 1 = E :; (Ways for cas i lg a 
1 · ~· 

:-ar · e"'y of net:work probl ems in this fon.ulatio are give in ,9, ~0, 32, 35] 0) 

? CT.ri.'lg standar .... ter.:U.nology , the a. parameters are ea.l1ed supplies, 1 

]. 

a .d -:he . para:ne ers are c&lled " er.ands . We associate hese s _ pplies 

a.'ld de=.aruis, respec i el , with he ro-•s and columns of an_ mxn tran sportation 

-a- lea · w~ose cells co. ta · n tl:e "cos coefficients" c .. • 

A set of' m+n- 1 cells o the ra spor a on tablea is a as· s if each 

:a· ea .reM an4 column eon a ins a t east one of l:-e cells and · f .o subset o. 

~.ese ce~ cons es a cy e . e . -li~ , .. - t · t t cl ' · has . ~ ... fotm r · , · 
2

) , 

• c ell (and i s assoc ia e aria e x .. ) i s cal.led basic ·:- i 

a:tO those ce .s ~ he ...... s · s a.n is called non asic otbervise . 

A basic so ion s t.he ~ .ique assignment of l:e val es to the x . . 
'1 

va r:.ao1e s sa · sf· · .g 'the equatio s 12 and ( 3) that results once each no -

as c x .. set equal :., . . or equal to . . ( provi e the val. e of 
l.J 

e relevant d · s r· · e ) . I sue a solu ion sa is.~. es ( ) for all 

o4r he vari lee, then L is c.al..led. pril::al fead le. 

Corresponding o a particular basis of row ocltipl' era " R. 
'1 

and a ae of 1 col tipliera" K .. ( no unique) ch that the "upda ted 

. + fL - c . . 1 i 
J 

·r in addition 

zero for all basic 

~ 0 f or al.l i' 
o.,; asic va.ri.ables xi . set ectua.l to ..... ij &nd ni . ~ for all ton asic 

ar.:ables x .j se ec:;:ua.l. to .j . ( 'i'l:e multipliers R. and K. .. wbic: ~r.e 
l. 1 ... 

. ; are · ed represe t; values ass · gr..ed to !ihe variables of · he dual o_ 
- L 

e trar.sportation problem. ) 1>. !'t:.r!damental 1 · near progr&-l"" ir.g tbeor · , 

a ·n sic ~o t.ion that is botb primal and dual feasible i s opt.imal for he 

ra sportation prob~el:l. 
3 



-- · 
! or spec · a:llzi he Lesr.ke ' a.1 method .o · e 

capac · ated ransportation pro ~en, ve firs review he s eps oi the d nl 

_et hod · . a general bo · .de variable) miniru.za · on li ear prognuair.~ 

_ ramework . ' See Foo note 1. ) 

Beg· vi tb a ual .feasible sol: tio . 

2. elect a si.c variable ( call · y r ) tba violates e · her · s upper 

o r low-er bou d . (11' no s cb variable exists, he current basic 

al. and he method stops. ) 

on a 

3. De enrine he unique upda ed linear e(!u& io vhich expresses .e 

selec ed basic vari.able y as a 1· ear com ina · o of .e c rren 
r 

Yari - les · i . e., - = + r o .:~ de o es the ~ aex se 
k. 

_or t.e current no basic v~ 

.... Le A • = - A for k i3 if is s t eq\lU o i s lower our: and 
k k 

· r i olates i . 8 lower oo , o r · f k s set equal to i t.s upper bow::d 

a nd r + violat.ea · s upper bound .. +For .e remaining k.: : , .~:. , let 1 'k • lk and 

le N3 = { · • : 1 .· > 0 ) • :S s empt. , then he problea has .o priJIIal 

e&si le solution and the algorithm s ops . 

5· -den · fy he unique upda ed equa io tbat expressed the o· : e'! ve 

- · .ct · o ar · able to be minil::d zed ( call · t ) · n t~rms of the curre 
0 

o be.s. · c variables· i.e. , 

Yo = '"o ... 
k €. 

( -·· ) k k 

6. Ident.if'" a nonbasic var· able 
5

, s € ~ , s cb }'!_at 

-r I I = .an ll -- h_ p s 8 k£ + ' £1 "lt 

+ 
(Fork~ , \-n lkl = l"kl f l'k. ) 

De er.:nit:e a ew current basic sol tion b'J removi.:Dg s &nd adding r to 

basic ar.d nonbasic) , .ar.d aasignit;g be value of the 'bound a r r 
71. previously v · olat~ vhile hol.diog the other nonbasic variables constan 

( identif ng he val.ues th a uaigned to he nev set of curre t basic variables) . 

he return !ns rue · o 2. 

F"ni e .ess 01 he oregoing • U ·.od is assured 1:: t e uae ti 

or "lex· e raphi ache::Jes see 5, 9]) . S · schemes v ·11 lO be · scusaed 

her e. 

t 



o t e capac · a ted transport-a · o 

pro:. - £0 ~ s i= rtan he row-co SWZI U.So call.·ed t e 

r ,VO • for so ving he ranspor...ation p.ro J_ec; 

1=rececil:::g se .. ::o:::) , a.r:.i 'tO e!"fec-.; 

the .,. . . val. · es · · i cated 
J.-

:be ··casis exchange step of 

"k va1 •es 

he 

:b s, o co::::p e e '"'Le .specu .:.ca-:i - of the d a1 ~e l::od speciar zed 

~ • • . ~? ranspor1:.a · o _ problez •--e re:c;l.lire a procedure or et.ermi · 

eoe::"fic·er:t s introd ced. ir: Inst 3 (and referred to I . s !"" c :o~ s 

and {) .. 

:1::-e c- ose rese:J. ..uwce of e roals of ·eten:nr. · r:g £e 

.e d~ ce-::-::od .:. s stated as above s~es s tha e 

;procedures :for acbie · .• g J::ese goals sboul.d l..i.kew:.se si!::ri..lar. :r.deeo. , 

val es . o r -..1:e so-cal.le p~ed !l.re for e er:::i. ir.g 

··a es . 

enote - t e .. u·c ·ar a .le 
r 

represect l:e ef;uation o... · str c i on 

• -x .. ~ 

·!:ere = X • • 
l._; 

s e iCJ . i::e ..:OllOII:ir.g res t 

i s • J:e ; ...-edi_a: el· &pp8.! +: f r _ our forego· r.g re-_ar~s . 

:..-e::::::a: 

ar. :i 

:r-r 

:..e c' = 
])(; 

---
i 

c • ;: = 
-~ 

:: . .. 

'rol·- co '--• s · 

~ _or a ...;~ , ·-· , 
'tip - s c"' 

es are _ ·er. 

x' - , . . 
~ .. , ~r • • ...... 

' - · e 

.:.or~ .-an e 

.. ,. a:. I ~ ..; ) .. ~·; ... , .. 
La c •. = ;: 

0 

i + 

f p, 

K 

r a•. 
for al.l 



c va.r ri e"' c X = -
CIO 

_ ' -x~. where • ?,. .. C: . -· . ' at .. ~r tl liT"! r a 
....... 

..u•- liers s .. cb ~ha c. ~ = ?. bas"c x . . • 

?or he cos•s c c' . . X •. = X • 
~ :1._ PG 

de_·-:ed a "'o., sequer. ly, ·e, 

00 
. - ( - xi. ' -x. :: ~ .. 00 

.. __ re _, = 
..: ~ . + .: .: .: , - .. •!, .:: a .... ?: 

i c ' . . = 0 for all 
l., 

as:. x. . . !1:: s, 

= .. ' - c .:: . , 
~-

, 
i 

hS.: .-~ ... a ~earlier : ".:..s res t cost· es a specializa ior. o the 

ot the pol· -x procedure · .... !::ar.::es 

a -e::.eral se 

p rese - a.ppl · ca :. on a:: ri 

is also clear U:la •· .e 

.:a.. · .:.. el.d ~ ce 
a ar. . ... e . . av::-

~ 

o see ~e validi•~ of .e re sul. i .. the 

s 

See ·~ , ) . , 

1'\Ues for de enti ··.e F. 
:1 

applied o determine be 

·aneo sl.· . ; :ore .f:r, 

s:. c·..J'e o_ -:-e • ra::spor:.a- · o . p "':~e :.e .. • .:..a _-...:.ar· •.· 

proper .. o .. a ~e co .. _ ... sio ::a. = - or or a.:l .. .... , 

0 be .... s s .:..~on::a :o -:~e val e Ca!. e easil · de er-i ..: 
_.:.. .ed , .. .;s alle· . .. ating t.e need -:.o ·pda e he 

iO!l +- .: era F her d:e nt.ed predecessor 

9 pr~: es a cone se ~ e ... icier.t list structure for fir. ·ng 

!:e . tip · ers. :-:::e ter .( lemen ati . o his a.lgor itb:l 

ure . . even vi h all these saplL.: -' 
ea- eal of he e is spe t e ermi i . 

... ea tt.e alt.ea sed 0 next 

;.o t.. e r o. t ese ~ es 0 e per pivo tor ins .ce, 

he val es E be 

each .:..t.era o H 



:o · r ing our foreg ·-.g comt:le t s ogether and make them spe ific, we ow 

in- · ca e · e !'ull spec· a · zation of t.he dual. method of Sectio. 3 to the capa­

c a ted ra.1sportatio pro lem in the f ollmrin,g detailed set of · nstructi!>ns : 

1. .oegit: wi~:b a dual f easible bas · c solution , denoted · · x . . = r . . . 
~ l. - 1J 

1 Se t · o _, presents a algorithm for ontaining such a sol io . . ) 

2 . Select a bas · c var · able x such that x* > pq pq pq 
( If or x* < -

pq pq 
'10 s :;.ch var·a:le exis :o, the s ol tion x . . = x* . . f or i ~=".! , 

1 "" 1 ., 
E i s op i.=al and 

e !::e hod s t ops. ) 

3. etel'mille he TT • • a.r. ). . . val. "'es simult a eous ::· o.:r t.he f ollowi g rules 

_or calcula ing the oul.tipl "ers Ri, R' i ' K. , a d K ' . • "'o start, let - R' = o, 
p p 

r: = c pq' :~ ' = 1 at:d create :t.e se s = {p } andQ = q }. :::n ge eral, there 
q q 

ex 
. 
s s a bas ari able s cb t!:a i EP and .--o, r.e n le K. c .. R., c X . .:: = -

"l 1 
' • I = -R'.' and l e Q {~ J . Si:til.arl j , if here exis s a a s · c ·ar· a ble !. -· ~ 

X .. SU 
.... . .,na and · c~-P, h l R 7 ., ., •• , d l .en e ~. . = ci. - l'.,, n i = - l. ., a . e 

"' = ( .' j • Repea · .e f orego· un "1 P = · and = X and determine e 

v es .. = -a
1 

+ K" - c . .:: and/.." = •1 + !- ' c' .. fo r all iEM, " E , •'.ere .. 
c . . = 0 · .,. :~ , ;:"":·, and ( i , ") p,q) an.d c ' = 1. (The n

1
. J. values will 

J.._""' pq 
· litiall:t ce kno-.,rn f ro:n he algoritb::l of Section 5 for ·obt-ai •. ·ng a basic 

d ual feas · - e s a rt. and therefore eed r..ot be calculated on t l':e f · rst 

i era~ion o= his s ep. 

.... . 
::s se 

} . .. a .. e 

e=:p " 

stops .~ 

be a ·~ &g
11 se whic i s equal to -1 if x* < pq 

Tben l e t .a+ be tr e set of equal o +1 "f X"*- > r 
pq pq 

L pq 
and v ' i ch 

cells (i, ·) such 

.er Aij = a nd x*" . = Li. ' o r t.i " =- ~ and x*. ; = Ui . . ( I f 3+ is 

he r&Dsportatio pro lem has no f easi le solut. · o . and the al.gori tbm 

:, . - en i ~y a nonbas .:.c variable x ( , v) E N3+ , such t .at 

= ~lin 
(. , ") 

'J . eter!::ine t!:e cr.iq e cycle created cry adding the cell (u,v ) o he 

cells of the basi s ( e.g., sing the predecessor i ndex method of [18] ) . Let 

7 



9=L  -x* if x*     <L  and otherwise, let 6 = U  - x* . Beginning with 
pq    pq    pq   pq Pq    pq    ^ 

cell (p,q), let the new value of x*. .be x*. . + 9 for each odd cell of the cycle 

and let the new value of x*.. be x*.. - 9 for each even cell of the cycle. 

Designate x basic, x  nonbasic, and return to Instruction 2. 
uv    ' pq       ' 

1.0    ALGORITHMS FOR FINDING A BASIC DUAL FEASIBLE SOLUTION 

No general procedure exists for obtaining a starting primal basic feasible 

solution for the capacitated transportation problem or for the uncapacitated 

transportation problem when some of the cells are blocked out (inadmissible). 

Thus, when solving such problems using a primal simplex approach, an artificial 

starting basis usually must be employed. One of the major advantages of this 

algorithm is that it is always possible to find a starting basic feasible 

solution for the dual of such problems. Furthermore, this dual start pro- 

cedure provides a basic dual feasible solution for a network if the network 

is rewritten as an equivalent transportation problem. 

To the best of the authors' knowledge, no other algorithms which have 

employed the dual method [2,3>7] or related "primal-dual" algorithms [13,14,15] 

exploit the topological structure of the dual to a transportation problem to 

provide a dual feasible start. 

The starting method we propose may be described very simply as follows: 

1. To start, set R = 0. Create the set P = {1). 

2. Let T be the set of all admissible cells in the transportation problem 

(i.e., T contains all the unblocked cells in the transportation problem.)» Set 

K. = c... for all (l,j)eT. Create the set Q = {j: K. ■ c  for all (l,j)eT) and 

the set B = {(l,j): K. = c. . for all (l,j)cT). 

3- Let Q. = {j: jcQ and (i,j)eT). For each ieM-P such that Q. is non- 

empty, identify an index j*€Q. for which c. ... - K..= Min {c. . - K.), and set 
i 10*   J*  jeQ   iJ   J 

Ri = cij* ' V' P = P U {i^ and B = B U UiJ*)). 
h.    Let P. = {i: ieP and (i,j)eT). For each JrN-Q such thai P. is nonempty, 

identify an index i* for which c.„ . - R.„ = Min (c. . - R, ) and set K. = e.,, . - R.„ 
l*.l        l*      if.p       ij        k j        IM        i*, 

J 

& = Q U (j) and B = B U {(i*J)). 

5.    Continue executing Instructions 3 «wet k until M = P and N = Q. 

8 



Lemma; 

When Instructions 1-5 are completed, the cells in B form a basis and 

the multipliers R. and K. defined above satisfy the following properties: 

1. R. + K. = c.. for all (i.j) e B. 

2. R. + K. - c.. § 0 for all (i.j) e T. 

Proof; 

The method will continue to execute Instructions 3 and h  until P = M and 

Q = N provided that Q. and P. are not both empty at some iteration. Assume, 

however, that both Q. and P. are empty at some iteration, then the problem has 

no uasic solution except by using an inadmissible cell. This follows by noting 

that the stated conditions imply that the problem's admissible cells are all 

found among those cells (i,j) for ieP and jcQ or for which ieM-P and JGN-Q 

and hence there is no connected set of admissible cells that spans all rows 

and columns. 1h\is  assuming that the transportation problem is connected, the 

algorithm will continue to execute until P = M and Q = N. 

When the algorithm stops, B contains m+n-1 cells since one new cell is 

added to B each time an R. or a K. is determined except for Rn. The cells 

of B clearly span all the rows and columns. Further, the cells in B contain 

no cycles. To verify this, assume the contrary and let (r,s) be the first 

cell added to B which creates a cycle with the previous cells. Then there 

must be a cell (r,j)rB and a cell (i,s)€B. But this is impossible when (r,s) 

is added, since all cells (i,j)eB satisfy ieP and JeQ, whereas to augment B 

with the cell (r,s) either rcM-P (Step 3) or seN-Q (Step k).    Thus B forms a 

basis. 

Finally, the relations 1 and 2 are in immediate consequence of the 

definition of the R. and K. values. Thus, the proof of the lemma is 

complete. 

[We remark that the foregoing proof also justifies a more flexible 

version of the dual starting method in which Step 2 is applied to only a 

single cell (l,o)eT, and Steps 3 and k  are executed in any desired sequence, 

selecting only one index i or j in these steps in any single execution. Of 

course, the method can also begin with a row index other than i = 1.] 



From relations 1 and 2,  the lemma implies that a solution obtained by setting 

the flow of each nonbasic cell equal to its lower bound L,, . and each basic cell 
ij 

equal to the unique flow specified by the basis (once the nonbasic cells have 

teen set) will yield a basic dual feasible solution. Furthermore, the lemma 

implies that such a basic dual feasible solution may be obtained for any capa- 

citated transportation problem as long as it is connected. 

To illustrate the algorithm, consider the uncapacitated transportation 

problem in Tableau 1. The numbers in the upper left hand corner of each cell 

indicate the cost of that cell,  (if the cell is blocked out, it is assigned a 

cost of M.) 

R = 0 

R^ = 

R^ - 

■2 

.h 

R), = 9 

h*1 Ks*-k K3 = -1 ^ = 5 
1 A Hf6) 

M 1 M | 

^ 
2 g | p| ^(t) 

10 [ 7 2 4?) 
10* 5    * 8 A M | 

10 

8 

6 

12 

12 8    8 

Tableau 1 

The R. and K. values indicated alongside the tableau are determined bv 

instructions 1-5. The cells with an asterisk (*) in the upper right hand 

corner are the basic cells. The circled numbers in these cells indicate the 

unique shipping amounts specified by the basis. 

This exaniple can be further used to illustrate the fact that employing the 

usual techniques for obtaining a starting basic primal feasible solution may yield 

an artificial start. 

In particular, applying the northwest corner rule and the Vogel's 

Approximation method, [30], respectively, to the transportation problem in 

Tablear 1 gives the artificial bases of Tableaus 2 and 3 below. (The 

circled entries indicate the shipping amounts.) 
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fo) 
M| JLl 5| 

^ 
^ 

?l 3| 

LO | 

^ tfc 1| 

10 | 5| 
^ ^0 

10 

8 

6 

12 

Tableau 2 

7^ Jj M| ?l 

4) ̂  

^J 3| 

L0_J T| 2 | 
^ 

LOJ 
(2) % ^(i) 

10 

3 

6 

_ .       12 

Tableau 3 

(.0    CODE DEVELOPMENT AND  COMPUTATIONAL COMPARISON 

f_. 1 OVERVIEW 

This section presents a computational comparison of a code based on the 

above developments with two widely used out-of-kilter production codes and a 

state of the art large scale LP code, OPHELIE/LP. We also examine the effect 

of problem density on solution time, where density is equal to the number of 

arcs (cells) in the problem divided by the number of total possible arcs. 

(The interest in density is stimulated by the fact that large "real world" 

transportation problems are quite sparse.) 

The two out-of-kilter codes which we tested are those of SHARE and 

lioeinK. The SHARE code was written by R,J. Claseu of the RAND Corporation 

and is available for general distribution [0,291. The Boeinr rode, which 

was obtained through Chris Witzgall, was developed at the Boeing; research 

laboratories,  rioth of these codes and the dual rode are in-core codes; 

i.e., the program and all of the problem data simultaneously reside in 

11 



fast-access memory. All three codes are written ir. FORTRAN and none of 

them have been tuned (optimized) for a particular compiler. All of the 

codes were run on the CDC 6600 (which has a maximum memory of 130,000 

words) at the University of Texas Computation Center using the RUN compiler. 

The computer jobs were executed during periods when the machine load was 

approximate!;, the same and all solution times are exclusive of input and 

output; i.e., the total time spent solving the problem was recorded by 

calling a Real Time Clock on starting to solve the problem and again when 

the solution was obtained. 

The general simplex linear programming computer code employed in the 

study was Control data's 0PHELIE/LP code. OPIELIE/LP is a subsystem of 

the OPHELIE II Mathematical Programming System which is programmed to exploit 

the characteristics of the CDC 6600 computer. 

To guarantee a comprehensive comparison of the procedures under 

analysis, the transportation problems used in the study varied between .5 

percent and 90 percent dense and varied in size from 10 x 10 to 500 x 500 

(origins x destinations). A total of 65 different uncapacitated transpor- 

tation problems were examined, all of which were randomly generated using 

a uniform probability distribution. The total supply of each m x m trans- 

portation problem was set equal to 1000 m and the supply and demand amounts 

were picked using a uniform probability distribution between 0 and 2000. 

The only other restrictions placed on the problems consisted of requiring 

the number of variables to be less than or equal to 10,000 and requiring 

the cost coefficients to lie between 1 and 100. 

( .2    DOUBLE PRICING DUAL CODE DEVELOPMENT 

The computer code embodying the ideas of the preceding section was 

written in FORTRAN IV and tested on a CDC 6600 with a maximum memory of 

130,000 words. To solve a problem with m origins, n destinations, and 

r admissible cells (without exploiting the word size of the machine) this 

in-core code requires 3r + 19Jn + 17n + 20,000 words. It would have been 

possible by exploiting the fact that the costs are integer-valued, to store 

more than one cost coefficient per word and in this manner solve much larger 

prot.iems. however, our purpose was to develop a code whose capabilities did 

12 



not deper~ on the un·que charact eristics of a particular computer ( e . g . , word 

si~e , etc . ) . To permit the solution of large problems we organized tl e code 

to utili ze a "packing" scheme which stor es only t he " real ' cost s of he 

transportation matrix ( i . e . , only the costs of the admiss i l e cells) . Thus 

for a 200 x 200 problem, with 10 percer. t density , this approach s tor e onl y 

,000 of the 40,000 elements stored by s t andard schemes. 'The more economical 

storage scheme incurs a time disadvantage in packing and u.1packing cost coef­

ficients ., but materially reduces the number of updated costs that have to 

be cauputed for low densit· ·problems i n step 3 of section 

The program consists of a main program and fift~en s broutines, a 

ma be conceptually depicted as in boxes l - 5 i Figure 1. Su dividing 

the program into many different subroutines made it possible t o test 

numero s variat ions without extensive recoding. However, this subdivisi on 

inevitably slowed the code somewhat by requiring the computer to process 

subroutine call.s and returns rather than jump instructions. 

vot Pi 
Pro cess 

" , 

l . START 
Find a basic dual feasible aolutial to the problem 
.and the raw and column ( node potential) 

'..:l values. Dete~ine the augmented predeces-
sor 1 ists for the starti~ basis 

.J. 
2 . OPTIMALITY 
Check for a variable that violates one of 
i ts bounds. I f none exists, stop. Other-
wise p ick a basic variable to leave the 
basis . ._ 
3- I\"EWARC 
Apply the double pricing procedure and aim-
ultaneoualy calculate the ).ij and T1'ij values. 
Dete~ne ·the incaaing nonbaiic variable. 

* 4. lOOP 
Find the basis equivalent path ( steppinc .tone 
path) aaso~iated with the inCCIIIling nonbuic 
variable a ud alter the flow values &101)8 this loop. -,. UP DAD 
Update the augmented predecessor lista and the 
node potential value s tor the nev buia. 

Fipre 1 - Flov Di•r. tor the Dual Tr&n8p0rt&t.1on Code 
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The total time spent in each of the boxes 1-5 was recorded by calling 

a Real Time clock upon entering and leaving each of these functions. A 

count was also made of the total number of pivots performed. In Tables 

1 and 2, we report median values for the total solution time, the start 

time 'time spent in box 1), the number of pivots, the total pivot time ''total 

time spent in boxes 2-5); and the average pivot time (total pivot time 

divided by the number of pivots). In addition, Table 1 contains the total 

time spent finding the non-basic arc to enter the basis (total time spent 

in box 3) and Table 2 contains the range of solution times. 

In developing the code only the dual start procedure developed in 

Section 5 was tested.  (Subsequent to our original development of this dual 

start procedure, we developed other dual start procedures which appear in 

[17].1 

Three different criteria were tested for picking the basic variable 

to leave the basis. These criteria were the first negative criterion, 

modified first negative criterion, and most negative criterion. The rele- 

vant tradeoffs for the basis change criteria involve the time consumed in 

searching for the variables to enter and leave the basis versus the number 

of pivots required to obtain an optimal solution (time per pivot versus 

total number of pivots). 

The most negative criterion examines each basic variable and picks 

that variable to leave the basis which violates its (upper or lower) bound 

by the largest amount. 

The modified first negative criterion scans the rows (origin nodes) of 

the transportation tableau until it encounters the first row containing 

a basic variable which violates a bound, and then selects the variable in 

this row with the greatest violation. The search is then resumed on the 

next pivot in the row following the row of the last pivot. 

The first negative criterion successively scans the basic variables 

until it encounters the first variaole which violates its boundi:. This 

variable is then selected to leave the basis. The search is resuined on the 

next pivot at the basic variable following the one of the last pivot. 

lU 



Fötal Solution Time Relative to Basis Cnange Criteria 
for 250 x 250 anc 500 x 500 Transportation Problens 

250 x 250 Transportation Problems 

MOST NEGATIVE CRITERION 

DENSITY 
Solution 

Time 
Start 
Time 

Pivot 
Time 

No. of 
Pivots NEMARC* 

Time/ 
Pivot 

.010 18.604 1.451 17.153 410 8.580 .042 

.313 45.62« 1.853 44.771 900 24.792 .050 

.017 52.761 1.870 51.911 975 30.369 .053 

.020 60.575 1.332 59.243 983 37.557 .060 

.023 66.401 1.628 64.773 992 43.631 .065 

MOOIFIED FIRST NEGATIVE CRITERION 

.010                  18.315            1.421           16.894 461 

.013                 38.499           1.812         36.667 861 

.017                40.690           1.841          38.649 854 

.020                43.184           1.429         41.755 818 

.023                 59.865           1.719         58.146 1053 

8.745 .037 

20.787 .043 

23.460 .045 

26.852 .051 

40.163 .055 

.010 20.671 

.013 22.889 

.017 31.311 

.020 37.269 

.023 35.872 

.03 

.04 

FIRST NEGATIVE CRITERION 

1.425 19.246 595 

1.843 22.046 852 

1.845 29.466 1005 

1.396 35.873 1074 

1.675 34.197 907 

500 x 500 Transportation Problems 

MOST NEGATIVE CRITERION 

151.743 3.013        147.730 1741 

175.108 3.794        171.314 1866 

12.358 .032 

15.473 .026 

21.145 .029 

26.924 .033 

26.775 .C38 

70.314 

36.636 

."85 

.092 

«OOIFIED FlkST NEGATIVE LKITERION 

.03 142.288 2.916        139.372 2126 78.500 .066 

.04 155.707 3.860        151.847 2147 85.058 .092 

FIRST NEGATIVE CRITERION 

.03 107.599 2.944        134.655 2253 73.477 .046 

.04 111.905 3.927        107.978 2188 77.257 .049 

rime to find the new arc entering the basis. 
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:'a e contains -be res s o~ es .. · !& these criteria on the 2 x250 

::oo x 5)0 -ransporta · on pro leo.s. ;:o all the :500 x :;. transpor at · on 

ems were solved due to the fact that cur resul s s ro:: 1!-· .:.ndica ed 

<. •• at. the firs-t negative cri er·o was bes for th·s proble:D size . This was 

e surpr"sir~ s · ce similar ests for he primal 

have stovn the =odif'ied firs egative 

~a-le 1 seows ha't !:lOre p"vo s are req i red o 

r 

r~sportatio algor· tno 

er · o to be preferred. 

the 500 x ,:>() problems 

a tl:e sir:pl ·city 0 40 he cri t er ·a increases . 'l'b · s s r.o- · nv&r ·a 1~ the 

case for the 2:C x 250 pro' l.:ems. ?or he .0.13 dense, 250 x 2~ problem 

.e :1 oer of pivots ·s larger for he most egative a d n::od.fied f" rs 

_egar. ·ve cr· eria tr~n for the f"rst egative criterio • Spec"fically , 

L e c ·per· or i :1 of the firs ega i ve cri ter ·on stric 1" improves as 

de s· t. · i,creases. ~nis seems socew~at peculiar s i ce a. change i ens·ty 

C.oes .o affect the m.I!Ober of ba1:i c varia les. A partial exp~anation of 

~his result is provided by st dying he NEw C" col More precise1· , 

o -erve that the "J'Lilk.t{C., til::es are mucl: 1arger for the most negative and 

~edified r ·rst negative criteria tl<'..an for · he first negative criteria. 

'fh · s · .dicat:es ha he bas ·c variable p·cked by be for=er c r i eria have 

s i c a. tly -ore neg a -e ).,i"' values assc~iated with tan oec. 

!:e eas.:.c ar:a· ·le picked ... ti::e 1atter criterion~ ?:tis 0 clus· on s 0 cas 
. the f ac hat be ·pda~e cos s associated vlth A • • · aloes 

0 ~ have o be calcula ed. (.Recall these pro ems are apaei "'.a:ed. ) 

or:_ 

o ., he rn:. · · za._.i r: of he relevant up a ed os s ~s O\ler a smaller se 

i n a.ll · s reflec s an ~ nt.eresting t.opOl.J .~cal proper :1 o he asic arcs 

:/ . .::.::.· er of p· vo'ts) . 

?rimari1y ~a le .l i ~icat.ea '!::at the 110a .ega i e a .:.d lliiOCii • ed first 

gati e criteria r.ave little o offer y co:parison with -he first negative 

ri t er· o s:.-:ce t l:ey req ·re =ore search time to fi d the s i c variable to 

l eave ~· e basis , more eompu catio-:. o detemi e the .con-G&sic variable to enter 

ba.::· ..,, an 

Ta le a t.es 

subst.at:~ ·all. ' red ce l:e 

ha• as pro lem size a r. / r 

e • . or th·s reaso . 

an effect~ e method for so v· large problema. 

umber of pi ots. 

. s ' t 
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~ ·e resul. o_ :'a le 2 demons ra e :J:a 

t ra sport& · o proole= does :::eri 'te use of 

he gra . s~r c+.ure o 

or 

he 

r.ms . 
I'l:e d ·&1 code a d he ·O - o:'-ltil. er codes are a eas 20 i.mes aster r.an 

.ue 0?~/LP ge eral siltplex 1i .ear pr am:ni coop ter c ode. 

_ ae oedi a ti.!Des for he O?IEL- / code were eri ed atter f · rs 

':O • ·c · ng a nUI:lber of rial de ... e m.i .e t .e r cedure o r 

sele ~ing i: .e varia 1 TI:e tr · r u s 

· ariables sno d · e cons· dered at a ~.i!:le a 

c· atea v:.t !:lOS negative upda1'-ed cost sho 

'The da a in '"'able 2 a.l.s · r.dicate tha .either 

't.ed t 

e HARE code or e 

~ · ng code da:ri.na es the other vith respec .. o solu .:..o time. "'te sol tio 

... · e~ a-t the 3oe·ng code, hovever, appear to m r erra · c, v · t a s~evbat 

· roader ra e. The solutiot: tilles of the dual code als appear u e :::ore 

erra c than tbe SEARE t imes. ·s characteristic of tne dual code a~d the 

.=oei :.g code reflects their depende .ce on den:si I · Reduced ens:.t.~ , as ml€'lt 

e expected, leads t o dei'inite improvaenta in car~putatio imes. 

The most i !llpOrtao finding ( and 1110at diaappoin i .g free the s a .dpoint 

o he developments of Sections 3 and ) is the i r. icat·o n "'a le 2 tr.at 

he dual c oee f'a.lls behind he others tor problema of a· z 2· x 2' {) a .. ' 

larger, al .ough it is decidedl. faster han •. e out-of-k" r codes 

s=.alJ. o erate size pro le ... s (up througt 150 x 150) . ':''r.e r:..:ar:.r ca t.s 

o hi s ege .eration of superiority is tbe large a::10 t o. irle re~t.:.re 

o fir.d the variable to en er the baais. Since our codificat"on ·of tbe dual 

algorithm vas in fact designed to miniaize these calcul.ations, ve co~cl de 

.. a t be dual method is not a ccapetit.ive "dead atart" procedure for solv"ng 

arge probl.ems - i.e. , its potential val.ue tor .l&rce pro olema lies in those 

s.: tuat. ·ens in which an extremel.y good dual starting solution is available • 

• urther, it is unl.ikel: that any m.nor modifications which are derived i. 

t.he .future v.ill alter this cone~uaion. 'Ihia concluaion is baaed upon several 

f actors: 
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sr· ni :asa::t am 
i r.rlex r.et:. · _1_. vas 

d 1...-pd.ati i& a spa r. ·. 

.ode po e 

·po vta is 1m01o"D to 

ra ·o s. 

e a~e. <! ~ prede essor 

as an of tte o t:.er ce !"iods for ra ersing 

be procedures ~or r ·c ·ng-out , upda · 

equi -.ralence patl::.s i code are based 

s ef!'ec ive ::.e hod for perfonlli '& hese 

2 . ,....r:e pro· a.e=.s u see overlap e pronlems used in { 

:l:is s v { 20 discloses !:at a :priQ&l ransporu o _or .i -b e:tbod: "ing 

~':e aug::::ented predecessor index ::~e cod) coupled v .: ~ tbe Row .UQ:kl star 

n:.le at:d a "nDdti'ied l'OIW first nega ·ve eval.,..ator ntie · s a leas ia!es 

. aster than OPHEI..I:E . Further his :ie hod • s media. sol.: ion iJ::Ie for 100 x 100 

ransportat·o probl~ on a coer' ter vas 1 .9 seconds ad ~ seconds 

o lJ x lJ probl.~. _c.us, al ransportation t:.e hod voul.d have to 

::.e improved apprc:lXiJ2tel..v -i'old o tl:e 100 x 100 problems to match the 

rerfor.:::.ar:ce of the pri!r.al code. Pursuing the rela ionahip between the com­

p ta · o r.al result s of' 20 and this stu · · , the following remarks apply : 

a ) 'ILe primal appro&ch is leas sensitive to ensi t : ban the dual and 

o - of-id1te:r codes. 

) ':'l:e dual star._ of ection 5 is q -te err· cient. It requires oru:~ 

on.e-te • J:: of -he time that be ogel pproximatior. !~ethod requires 

to o· tai an initial solution and requires only bal.f aa ~~any pivots 

to reach optimality . 

c ) ..,.he inferior- t.y of the dual m t.hod to the prilllal method lies in the 

drasz ic t'ference in the time per pivot of the tvo methods. The 

dual me tod' s timf: per pivot is 5-6 times l.&rger than that required 

o- the primal.. 

3· .e pro le::~S sed in thi.a s ud¥ also overlap l:e probleaa heine used 

r ] . The prelininar:,· reslll. s o-r that s udy indicate tr.at an iJI:proved 

_r :;:o. of tl::e cx.t-of-k:il er C'!ethod coupled v' th k atat.e- · -the-art computer 

ion a from .. to 12 i:mes futer han SHARE. :l ~ s f ra. this partial 

·son of three sta e-ot'-the-art implementations of the ·1ree funda.r.le tal 

sol..; ia.:l approaci;es to sol.ving ~ranaporta ion problema 1· aee:u appare that 

<;!:e C1;&l approacl:: i s rur:.nicg somewhat Dehind tl:e others. Interestingl .. ·, as 
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th~ i an ::cipa~·o of his, the origi .al. developers of he dual transpor­

t;a t · o-. approac.b { 2, ~~ ...., , s~ested tha i e ased chiefly for post-optima.li ty 

t JPe anal •sis or i appl· cat· o o smal..l. roblems. (For example, it migb~ 

be a good algorithc to se conjucction ··tb certain cutting plane or 

:mplicit i numeration procedures 31 that restart from previously optaal. 

bases. ) 
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Footnotes 

1. A precise statement of this method does not seem to exist in the liter- 

ature except in the treatment of Wagner [3^] which utilizes an explicit 

replacement of a bounded variable by its associated slack. However, the 

statement given here is easily inferred from standard considerations. 

In particular, see the excellent discussions of such "generalizations" 

and "variations" in Jewell [22]. 

2. This code was developed by F. Glover, D. Kamey, and D. Klingman. 

^0 (>v 
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